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Abstract. Accurate remote sensing-based snow water equivalent (SWE) estimates have been elusive, 

particularly in mountain areas, however, there now appears to be some potential for direct satellite-based 10 

SWE observations along ground tracks that only cover a portion of a spatial domain (e.g., watershed). 

Fortunately, spatiotemporally continuous meteorological and surface variables could be leveraged to infer 

SWE in the gaps between satellite ground tracks. Here, we evaluate statistical and machine learning (ML) 

approaches to perform a track-to-area (TTA) transformation of synthetic SWE observations in California’s 

Upper Tuolumne River Watershed. We construct relationships between multiple meteorological and surface 15 

variables and synthetic SWE observations along observation tracks, and we then extend this relationship to 

unobserved areas between ground tracks to estimate SWE over the entire watershed. Domain-wide April 1
st
 

SWE inferred using two satellite tracks (~4.5% basin coverage) resulted in percent error of basin-averaged 

SWE of 24.5%, 4.5%, and 6.3% in an extreme dry year (WY2015), a normal year (WY2008) and an 

extraordinarily wet year (WY2017), respectively. Assuming a 10-day overpass interval, percent errors in 20 

basin-averaged SWE in both snow accumulation and snowmelt seasons were mostly less than 10%. We 

employ feature sensitivity analysis to overcome the black-box nature of ML methods and increase the 

explainability of the ML results. Our feature sensitivity analysis shows that precipitation is the dominant 

variable controlling the TTA SWE estimation, followed by net longwave radiation. We find a modest increase 

in SWE estimation accuracy when more than two ground tracks are leveraged. Accuracy of Apr 1st SWE 25 

estimation is only modestly improved for track repeats more often than about 15 days.  
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1 Introduction 

Snow is a key component of the water cycle and a critical water resource for human and natural systems. 

Seasonal snowpack serves as a natural “water tower” that stores water in winter and releases it during spring 30 

and early summer.  It also shifts the time of peak runoff to be more aligned with the peak water demands 

from agricultural and municipal water users.  It therefore, mitigates water shortages in summer and fall (Li 

et al., 2017). Snow-dominated river basins account for over half of the Northern Hemisphere land area, and 

seasonal snowpacks (and glaciers to a much lesser extent) provide water for over one-sixth of the world’s 

population (Barnett et al., 2005). Also, snow plays a crucial role in modulating the ecological functioning of 35 

terrestrial and aquatic ecosystems  (Trujillo et al., 2012).  

 

Snow Water Equivalent (SWE) is a measure of the amount of water stored in a snowpack; it is the depth of 

water that would result if the snowpack was melted. However, while in-situ measurements of SWE have long 

been made at snow courses and more recently at automated snow pillows (which weigh snow accumulated 40 

on a measurement platform), these point-scale SWE measurements poorly characterize the spatial variability 

of SWE because of the relatively small number of observations and the significant under-sampling in high-

elevation mountains where large amounts of snow accumulates (Dozier, 2011). In- situ observations are 

further complicated by the complex snow accumulation and ablation processes (Dong, 2018). In mountainous 

areas, SWE has high spatial variability caused by complex physiographic and atmospheric conditions 45 

(Molotch and Bales, 2005, 2006), making SWE measurements even more challenging. Lettenmaier et al. 

(2015) state that spatial SWE data acquisition from satellite sensors has been elusive, especially in 

mountainous areas, and “deserves new strategic thinking from the hydrologic community”.  

 

Remote sensing is attractive for snow measurements over large areas because it avoids the need to access 50 

remote areas and complex terrain (Nolin, 2010; Guan et al., 2013; Schneider and Molotch, 2016). Remote 

sensing also has the potential to provide spatial, rather than point observations of SWE. Over the last forty 

years, many studies have examined the application of satellite-based passive microwave (PM) sensors for 

SWE retrieval. The interest in PM-based retrievals has been motivated by (1) over 40-years of daily or sub-

daily observation availability, and (2) the capability of making global SWE observations in cloudy conditions 55 

and darkness (except when during periods of precipitation) (Foster et al., 2005). However, a number of 

limitations of PM-based SWE observations such as coarse spatial resolution (tens of km), signal saturation 

for deep snow, and relatively large errors in forested and topographically complex areas etc. (Li et al., 2017), 

have severely restricted its use, especially in mountainous areas.  

 60 

For these reasons, over the last few years, there has been a shift in interest in the mountain snow community 

to new technologies that have the potential to obtain snow measurements with higher accuracy and spatial 

resolution. For example, LiDAR (Light Detection And Ranging) is an active remote sensing tool with the 

ability to retrieve precise snow depth at high spatial resolutions (albeit mostly along relatively narrow swaths) 
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in complex terrain and forested regions (Lefsky et al., 2002; Painter et al., 2016). P-band Signals of 65 

Opportunity (P-SoOp; ~1m wavelength) is an emerging technology in SWE measurement, which has the 

capability of penetrating through dense vegetation and into the root zone, with a reflection coefficient phase 

that is able to simultaneously measure SWE (of dry snow; depth of wet snow is retrievable) and root zone 

soil moisture (Garrison et al., 2019; Yueh et al., 2021). Although both LiDAR and P-band signals of 

opportunity have potential advantages for SWE retrieval, due to orbital constraints, both methods would 70 

provide track (or narrow swath) observations rather than continuous SWE maps. However, snow distribution 

and snowmelt runoff generation are spatiotemporally continuous processes. Hence, developing “track-to-

area” (TTA) transformation would provide derived space-time continuous SWE that can significantly 

increase the utility and value of the remote sensing observations.  

 75 

TTA transformation could be achieved by leveraging snow pattern repeatability. For instance, Pflug and 

Lundquist (2020) inferred the spatial distribution of snow depth on April 7th, 2014 in California's Tuolumne 

watershed using snow depth observations subsampled across only a portion of the study domain (< 4%) and 

observed snow patterns from a different water year. Their results for inferred distributed snow depth had a 

mean absolute error of less than about 10%. 80 

 

P-SoOP has the potential to be deployed on space platforms to provide direct SWE and root zone soil moisture 

measurements during snow accumulation periods, including near the time of peak SWE that is the most 

significant time for water management (Shah et al., 2018). For example, NASA’s SNoOPI satellite (SigNals 

of Opportunity: P-band Investigation) has been planned for P-SoOp space demonstration 85 

(https://www.nasa.gov/feature/goddard/2019/snoopi-a-flying-ace-for-soil-moisture-and-snow-

measurements). TTA transformation would be required to obtain domain-wide SWE estimation based on the 

track-based P-SoOp SWE observations. Potential tools include interpolation, statistical models, data 

assimilation, and machine learning (ML). In the case of ML, along-track SWE observations would be 

leveraged as training samples for ML algorithms used to produce SWE estimates over the observation gaps 90 

between ground tracks.  

 

Here, we utilize the Western U.S. Snow Reanalysis data (WUS-SR; Fang et al. 2022,  hereafter F2022) as 

“truth” from which we synthesize P-band SWE observations along tracks, and in turn to explore TTA 

transformation strategies. The TTA transformation of along-track SWE observations are achieved using 95 

statistical and ML approaches. Specifically, we address the following four questions: (1) How does the 

spatially distributed April 1st SWE inferred from TTA compare with the synthetic truth, and how do their 

differences vary in dry, normal, and wet years? (2) What are the dominant variables for the April 1st SWE 

estimation in statistical and machine learning TTA methods, and which method has the highest accuracy? (3) 

How does the accuracy of the domain-wide SWE estimates from TTA approaches evolve within a season at 100 

different temporal observation resolution? (4) How does the performance of TTA change as a function of the 
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spatial sampling density (number of hypothetical ground tracks), and what is the preferred number of tracks? 

Our study is intended to provide a pathway forward in support of future snow satellite design and SWE 

estimation over mountainous areas globally. 

2 Study area and data 105 

2.1 Study area 

Our study area is the Upper Tuolumne River Basin (above Hetch Hetchy Reservoir) in the Sierra Nevada of 

California. This Tuolumne basin has a drainage area of approximately 1650 km2 that is characterized by 

complex high-elevation topography (Fig. 1 and Fig. S1). Elevations in the watershed range from about 700 

to 3900 m, with most of the basin area located above 2500 m (Fig. 1). Slopes are distributed between 0° and 110 

greater than 50° and the terrain surface mostly has NW and SE facing aspects. Fractional vegetation cover 

ranges from 0% (in high-elevation areas) to up to 60% in low-elevation areas. The runoff in the Upper 

Tuolumne River Basin is snow-dominant with a substantial high elevation contribution (30% of its runoff 

originates from elevations of 3000 m and above).  In this respect, it is typical of many river basins that head 

in the Sierra Nevada and supply much of California’s water. 115 

 
Figure 1. Elevation of the Upper Tuolumne River Basin (above Hetch Hetchy Reservoir). Blue lines are the 

synthetic ground tracks passing through the study domain. The hypothetical tracks are about 1 km wide and the 

distance between the two tracks is approximately 21 km.  

 120 
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2.2 data 

We leveraged the F2022 snow reanalysis data as the basis for our synthesis of satellite observations along 

ground tracks. All the synthetic tracks are 960 meter wide (two 480 m reanalysis data pixels in width). This 

dataset was generated (by F2022) based on a Bayesian snow reanalysis framework with ensemble prior SWE 

estimates updated by assimilating fractional snow-covered area (fSCA) observations from the Landsat 125 

satellite platforms using a Particle Batch Smoother approach (Margulis et al., 2015). Prior SWE estimates 

(required by the data assimilation approach) were derived from the land surface model SSiB-SAST (Sun and 

Xue, 2001; Xue et al., 2003) with the Liston (2004) snow depletion curve. F2022 shows that the reanalysis 

SWE estimates match in situ observations of peak SWE well across the Sierra Nevada, with mean difference 

of -13 cm and correlation coefficient 0.86 taken over 1432 site-years of observations.  130 

 

We sub-sampled the snow reanalysis data along the postulated ground tracks to synthesize the SWE 

observations that P-band sensors would produce (see section 3.1 for details).  We also used F2022 as the 

SWE “truth” to evaluate our TTA SWE data transformation accuracy. 

 135 

We used meteorological variables and static parameters including topographical characteristics and 

vegetation cover data as the training inputs (along ground tracks) for ML algorithms and as the model inputs 

(full-domain) for the domain-wide statistical and ML methods. Meteorological forcings included 

precipitation (PPT), air temperature (Ta), surface air pressure (Ps), specific humidity (q), net shortwave 

radiation (NetShort), net longwave radiation (NetLong), and wind speed (wind). The meteorological forcing 140 

fields were obtained from the Modern-Era Retrospective analysis for Research and Applications, version 2 

(MERRA-2; Gelaro et al., 2017) updated via the F2022 snow data assimilation. The digital elevation model 

(DEM) was obtained from the Shuttle Radar Topography Mission (SRTM; (Farr et al., 2007)), with gaps 

filled with the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital 

Elevation Model (GDEM, version 2) product. The original spatial resolution of these two DEMs was 1 arc-145 

second. The fractional vegetation cover data were taken from the Tree Canopy Cover (TCC) product 

containing the Landsat Vegetation Continuous Fields (Sexton et al., 2013). The meteorological, topographic, 

and land cover data were resampled to the same spatial resolution of the snow reanalysis dataset (i.e., 16 arc-

second). In real applications, the meteorological forcings could come from any multi-source surface and 

weather modeling data, e.g., weather forecast model analysis (real-time) or reanalysis (retrospective) fields. 150 
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3 Methodology 

3.1 Experiment design 155 

We addressed our four research questions (section 1) via four TTA experiments. Each of the experiments 

used four algorithms:  one statistical and three ML methods (details in sections 3.2 and 3.3). For all the TTA 

experiments, the general idea is that we use the algorithms to build a connection between the observed SWE 

and the meteorological and static variables along the ground tracks on the observation days; these 

relationships reflect the physical control of the meteorological and static variables on SWE under different 160 

terrain, landscape, meteorological, and climatic conditions. We then extend these relationships to the 

unobserved areas and periods where and when meteorological and static variables are available to estimate 

SWE across the entire basin. 

 

In the experiments, the target day can be any date (not necessarily one for which there is a satellite overpass). 165 

We used observations with close temporal proximity to train the four algorithms. For example, if we intend 

to fill the spatial SWE gaps on April 1st, our target day would be April 1st and we used the SWE (track) 

observations available within a short period before or on the target day for model training.  

 

We first focused on estimating spatially continuous peak annual SWE in the basin because of its water 170 

resource importance (section 3.2.1). We then explored the seasonal evolution of TTA SWE estimation, where 

we sequentially set the target day to be all days within a water year to obtain spatially and temporally 

continuous SWE estimates over the entire Tuolumne basin (section 3.2.2). Furthermore, we conducted two 

experiments to evaluate the impact of meteorological variable and SWE sample density on the accuracy of 

the SWE estimates (sections 3.2.3 and 3.2.4). The two experiments introduced in sections 3.2.3 and 3.2.4 aim 175 

to align with explainable AI (e.g. Chakraborty et al., 2021; Dikshit and Pradhan, 2021a, b; Kratzert et al., 

2019), which facilitates the comprehension and trust of the results and outputs created by ML algorithms. A 

major objective of explainable AI is to overcome the black-box nature of ML systems, which is particularly 

important for hydrologic applications that are mostly process-oriented.   

 180 

We used four metrics to quantify the performance of our TTA experiments: (1) mean absolute errors (MAE), 

(2) median (50th percentile) of percent absolute error at a pixel-level (PAE_50), (3) 90th percentile of percent 

absolute error at a pixel level (PAE_90), and (4) percent error of basin-averaged SWE (PEBAS). When 

calculating PAE_50 and PAE_90, we first calculated the percent absolute error of SWE estimates for each 

pixel within the study area, and then found the median and the 90th percentile of the pixel-level percent errors. 185 

To avoid extremely high percent errors due to zero or nearly-zero SWE values, we filtered out pixels with 

SWE truth less than 0.05 m when calculating PAE_50 and PAE_90. For annual peak SWE estimation (see 

section 3.2.1 and 4.1 for details), we also calculated the bias ratio to quantify the degree of over or 

underestimates of our TTA transformations.  
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3.2 Model training, estimation, and output correction 190 

3.2.1 Annual peak SWE estimation 

In the annual peak SWE estimation experiment, we sought to fill spatial gaps between ground tracks on April 

1st of three target years: WY2015, WY2008, and WY2017. April 1st SWE has long been used as a proxy of 

peak snow water resource availability and is a critical variable for seasonal streamflow forecasting. WY2015, 

2008, and 2017 represented extremely dry, normal, and extremely wet years in the Upper Tuolumne basin. 195 

These three years had the lowest (~50.4% of the average of the MERRA2 grided-based precipitation between 

WY1985 to 2019), normal (~96.8% of average), and highest (~174.0% of average) winter (Nov 1st to Mar 

31st) precipitation from WY1985 to 2019, respectively. To train the models for each of the three target years, 

we assumed that we had seven SWE observations before and on April 1st in the target year and the two years 

ahead of that target year, and the temporal interval between observations within each of the three years was 200 

five days. For example, for the SWE TTA on April 1st WY2008, we used observations from late February to 

April 1st of WY2008, WY2007, and WY2006. On each observation day, we assumed that there were two 

ground tracks at the same locations that cover approximately 4.5% of the study area (Fig. 1).  

 

The training target is to reproduce the synthetic SWE observations along the two ground tracks.  The training 205 

input features include the 5-day averaged meteorological forcings within each 5-day observation cycle (i.e. 

each observation day and the four days ahead) and static variables, which include topographical and 

vegetation cover data along the two hypothetical ground tracks (Fig. 1). The training builds the connection 

between all available training input features and target pairs. After the connections are built along the ground 

tracks (i.e. models are trained), we used the domain-wide 5-day averaged meteorological forcings (i.e. from 210 

March 28th to April 1st) and static variables as the input to the trained models to estimate domain-wide SWE 

on April 1st in the target year. 

 

After the estimation step, we implemented an error correction to the domain-wide SWE estimates. 

Specifically, we first conducted probability density function (PDF) matching between the estimated SWE on 215 

the ground tracks and the synthetic true SWE along the ground tracks and applied the derived PDF correction 

to the off-track pixels. These corrections aimed to leverage the observations on the synthetic ground tracks 

to eliminate systematic biases and large errors in domain-wide SWE estimates. 

3.2.2 Seasonal basin-wide SWE estimation 

We also applied the TTA transformation for each day over a full WY, assuming that the temporal interval 220 

between satellite observations was 0, 5, 10, 15, 20 or 30 days. We investigated the performance the SWE 

TTA estimation in different phases of a snow season (i.e. accumulation, peak, and melting periods) and the 

sensitivity of the performance to the observation frequency.  
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The seasonal SWE TTA transformation filled both the spatial and temporal gaps of SWE observations. In the 225 

seasonal TTA estimation with a fixed observation interval, on the days with SWE observations, we only need 

to fill the spatial gaps, so the training and estimation processes in this case are identical with the April 1st 

experiment (as in section 3.2.1).  During the temporal gaps between SWE observations, the target days have 

no SWE observations to train the statistical and ML models, so we borrowed the established model from the 

closest previous observation day and input the domain-wide forcings (5-day averaged before and on the target 230 

day) and static variables to the borrowed models from the that closest previous observation day to obtain 

domain-wide SWE estimates on this non-observed day. We performed a PDF matching correction for the 

domain-wide estimates based on the closest (in time) previous observations on ground tracks. 

 

After SWE estimation was implemented for every day over a full water year, we obtained daily and spatially 235 

continuous SWE maps for the Upper Tuolumne Basin for full water years 2015, 2008, and 2017. We 

calculated the daily time series of basin-averaged SWE by averaging SWE values for all pixels in the study 

domain and compared the estimated daily basin-averaged SWE with that computed from the synthetic truth.  

3.2.3 Sensitivity of TTA to input meteorological forcings 

The analysis of the sensitivity of TTA to the input meteorological forcing fields was performed to the April 240 

1st SWE TTA transformation, so the training and estimation setups were the same as those in section 3.2.1, 

except that we employed the following two methods to investigate the sensitivity of the basin-wide SWE 

estimates to the input meteorological forcings: 

 

1. Missing feature analysis: we withheld one training meteorological variable during the training process 245 

each time and re-trained all the four models with the remaining training fields. The change in the estimated 

basin-wide SWE compared with the original SWE estimates (i.e. the outputs from the model trained with all 

the forcing fields) could reflect the influence of this missing feature on domain-wide SWE estimates. We 

normalized the absolute change of MAE as an indicator to quantify the relative contribution and the 

magnitude of influences of each meteorological forcing field to SWE estimation.  250 

 

2. Forcing uncertainty analysis: for each pixel, we perturbed each training meteorological field with a 

percentage error (-50% to 50% with an interval of 1%), and each time we perturb only one field while holding 

the other forcing fields unchanged. A 0% error meant that the meteorological inputs were the same as their 

original values (i.e., the same as we used in the experiment described above). Every time we added more 255 

error to a training field, we re-trained the statistical and ML models. We then used the trained model to predict 

the basin-wide SWE and used MAE to quantify the SWE estimate errors caused by the error perturbation. 

With the 100 realizations for each training field (-50% error to 50% error with an interval of 1%), we explored 

the corresponding changes in domain-wide SWE estimates, which allowed us to determine the influence of 

forcing errors on SWE estimates and identify sources of model errors.  260 
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3.2.4 Sensitivity to the number of ground tracks 

The investigations discussed above were all based on the two hypothetical ground tracks shown in Fig. 1. To 

explore the relationship between the number of ground tracks and estimation accuracy, we assumed that there 

were 1-6 overpasses covering from 2.42% to 12.10% of the study area on April 1st, so that the available 

observations for model training vary with the different numbers of tracks passing through the river basin. All 265 

the tracks in each scenario were distributed over the entire Tuolumne basin with equal spacing. The training 

and estimation processes were the same as the April 1st experiment (details in section 3.2.1). 

 

 

3.3 Satellite observation gap-filling methods 270 

We utilized and compared the four algorithms to transform the postulated track-based satellite observations 

into space-continuous SWE estimates, as described below.  

3.3.1 Statistical method 

As applied, multivariate linear regression (MVLR) defines a linear relationship between multiple independent 

variables (input variables) and one dependent variable (the target variable) based on pre-defined rules, e.g., 275 

the regressed results are Best Linear Unbiased Estimates (BLUE) of the dependent variable (see Text S1 for 

details). In our case, the input variables were the meteorological forcings and static land cover features; the 

target variable was SWE. 

3.3.2 Machine learning algorithms 

We explored three machine learning (ML) methods: random forest (RF; Breiman, 2001), support vector 280 

machines (SVM; Vapnik, 1982), and deep neural networks (DNN; Tanaka and Okutomi, 2014) on building 

the relationship between inputs and SWE along ground tracks.  The hyperparameters of the three ML methods 

were optimized using 10-fold cross validation. After the selection of model hyperparameters, we train each 

model for ten times. During each of the 10 training cycles, we randomly reserved 15% of the training dataset 

as the test dataset that was used for evaluating the estimation results, and we trained the three ML models 285 

using the remaining 85% of the training dataset and estimated model performance using the test dataset. The 

10-fold cross validation repeated this training-validating process 10 times with the training (85%) and 

validation (15%) sub dataset randomly selected each time. After the 10 cycles, we selected the five model 

setups with the lowest MAE for the test dataset and used these five selected model sets with domain-wide 

input features to obtain five sets of SWE estimates over the whole watershed.  Our final domain-wide SWE 290 

estimates were the average of the SWE estimates from the 5 selected models.  
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3.3.2.1 Random Forest 

We used the random forest (RF) method introduced by Breiman (2001) implemented to simulate the non-

linear relationship between input features and SWE. The basic building units of RF are an ensemble of 

decision trees (DTs) that split a subset of features on each split (Kuter, 2021). Usually, a series of DTs is 295 

employed to achieve sufficient accuracy of final prediction by weighted averaging the prediction results of 

multiple selected DTs (Liu et al., 2020). The selection of decision trees was carried out by voting, that is, the 

higher the repetition degree of the DT, the higher the contribution of this DT to the RF model. 

 

During the training process, we optimized two hyperparameters in the random forest system: (1) Ntree, the 300 

number of decision trees grown based on a bootstrap sample of observations; (2) Sleaf: minimum number of 

observations per tree leaf. One useful characteristic of RF is that it is a self-explainable model where the 

implementation and examination of the out-of-bag score is a form of model validation. To optimize the two 

hyperparameters, we carried out 10-fold cross-validation to find the optimal hyperparameter combinations 

with the lowest out-of-bag errors. The change of errors with Ntree and Sleaf were shown in Fig. S2 and Fig. 305 

S3. Our analysis showed that the preferred number of decision trees was 50 and the minimum leaf size was 

5.  

3.3.2.2 Support vector regression 

SVM is a supervised and non-parametric machine learning algorithm (Vapnik, 1982). For regression-based 

SVM, the basic logic behind the learning task is to find a function that has the universal minimum deviation 310 

from the measured response values for the full range of observations (Vapnik, 1998).  

 

During the training process of the SVM method, we mainly optimized two hyperparameters: (1) the kernel 

function, which specifies the method used to transform inputs to the required target, and (2) the kernel scale, 

which is a scaling parameter for the input data. Based on 10-fold cross validation, we specified the Gaussian 315 

kernel function and selected the kernel scale based on a heuristic procedure, which used the subsampling and 

set a random number seed before training, so estimates can vary for every running process. 

3.3.2.3 Deep Neural Network  

Artificial neural network (ANN) builds a non-linear relationship between the independent variables and the 

target variable by connecting neurons in one layer to the previous or next layers. In general, ANN is a multi-320 

layer structure that includes an input layer, one hidden layer, and an output layer. The hidden layer consists 

of several neurons, each of which is assigned a weight. The output of each neuron is multiplied by the weight 

and serves as the input for a non-linear activation function (Abiodun et al., 2018). Usually, a simple ANN 

(i.e., with only one hidden layer) is capable of learning non-linear relationships between inputs and the target 

(Rumelhart et al., 1986), while deep neural networks (DNN) with more than two hidden layers can learn 325 

more complicated relationships between inputs and outputs (Hinton et al., 2006). We tested several 
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combinations of the number of hidden layers and the number of neurons in each hidden layer and constructed 

a seven-layer neural network (which was essentially a Multilayer Perceptron (MLP)) with 10, 9, 8, 7, 6, 5, 

and 4 neurons in each layer, respectively. We chose Rectified Linear Units (ReLu) as the activation function 

in each hidden layer. The cost function used in this network is the Levenberg-Marquardt, which is considered 330 

as one of the most efficient learning algorithms in terms of convergence speed (Costa et al., 2007). 

 

 

4. Results and discussion 

4.1 Basin-wide April 1st SWE estimation 335 

Figure 2 shows April 1st pixel-level results for all four algorithms for WY 2008, 2015, and 2017. DNN 

generally outperforms the other three methods, which has fewer outliers with results distributed closer to the 

1:1 line on the scatterplot. Statistically, domain-wide SWE estimates from DNN are also the best among the 

four methods in terms of (1) lowest values of MAE (Fig. 2); (2) highest accuracy from the perspective of 

PEBAS (Fig. 3); and (3) at a pixel level, lowest values of PAE_50 and PAE_90 (Fig. 3).  340 

 

Accurate SWE estimation in the extremely dry year is of key importance for water management in California. 

Figure 2 (d) shows that domain-wide SWE estimates in the extremely dry year (WY2015) are nearly unbiased 

for MVLR and DNN, but RF and SVM tend to overestimate SWE (Fig. 2). All ML-based domain-wide SWE 

estimates in WY2015 have higher accuracy than the statistical method (Fig. 2 and Fig. 3). DNN performs the 345 

best among the four algorithms in WY2015 in terms of MAE (0.028 m), PAE_50 (20.0%), PAE_90 (76.0%), 

and PEBAS (24.5%).  

 

ML methods also are more accurate than the statistical method in the typical (“normal”) year (WY2008).  

Compared to the three ML algorithms, the statistical method has the largest MAE, PAE_50, PAE_90, and 350 

PEBAS in WY2008 (Fig. 3).  Compared to the dry year, SWE estimates are more accurate in the normal year 

in terms of PAE_50, PAE_90, and PEBAS for all the four algorithms. Possible reasons for the better 

performance in the normal year relative to the dry year are (1) the number of pixels with zero SWE value is 

much less in the normal year than in the dry year, so the useful training information for building the 

relationship between inputs and the target are more abundant in the normal year; (2) there are fewer pixels 355 

with small values of SWE in the normal year than in the dry year; small SWE values tend to generate large 

values in percentage error calculation, and so the values of metrics regarding percent errors are larger in the 

dry year. The reason for large values of PAE_90 in the dry year (DNN: 76.0%) than in the normal year (DNN: 

38.4%) is that although we omitted pixels with extremely small SWE (< 0.05 m), in the dry year, there still 

are more pixels with low SWE, which are prone to high percent errors. The TTA SWE estimation is weakest 360 

in low-SWE situations, resulting in heavy tailed behaviour in the percent SWE errors under that condition. 
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ML-based estimates were also most accurate in the extremely wet year (WY2017). According to the 

estimation statistics, DNN is the best algorithm among the four TTA transformation methods with the lowest 

MAE (0.22 m), PAE_50 (15.4%), PAE_90 (50.2%), and PEBAS (6.3%). Compared to the normal and dry 365 

years, the wet year has fewer pixels with zero or nearly-zero SWE values, thus the number of useful pixels 

for training ML algorithms is larger. Also, SWE values are larger, which tends to reduce the percent absolute 

errors, making PAE_50 and PAE_90 values generally smaller than those in the dry or normal years.  

 

Overall, DNN outperforms the other three algorithms in all three years (Fig. 2 and Fig. 3), while the statistical 370 

method (MVLR) has larger values of MAE, PAE_50, PAE_90, and PEBAS than all the ML methods for all 

the three years. Due to the superior performance of DNN, the following results and discussion are based on 

DNN only; results for the other three methods are included in the supplemental material. 

 

Cumulative winter precipitation is highly correlated with April 1st SWE, so SWE estimation errors tend to be 375 

small in dry years and large in wet years. Correspondingly, as shown in the spatial maps of SWE estimates 

and estimation errors (Fig. 4), in WY2015, for nearly all the pixels within the study area, the overall 

estimation errors are within the range ±0.2 m (PAE_50: 20.0% and PEBAS: 24.5%). The error range is larger 

in WY2008 than that in the dry year, which is about ±0.3 m (PAE_50: 9.4% and PEBAS: 4.5%) and larger 

still (±0.5 m) in WY2017 (PAE_50: 15.43% and PEBAS: 6.31%).  380 

 

The spatial maps of DNN-based domain-wide SWE estimation errors (Fig. 4 d-f) show that the patterns of 

error distribution are similar for the three years, that is, underestimates are more likely to appear in the low-

elevation areas in the western watershed (elevation range: around 1500 to 2800 m) while overestimates 

appear mainly in the high-elevation areas in the northern parts of the watershed (elevation range: 385 

approximately 2800 to 3800 m), especially in the normal and wet years (i.e., WY2008 and WY 2017).  A 

possible explanation for this error pattern is that during the training process, ML models would leave out 

some outliers, some of which are probably the extreme values in low or high elevation areas, thus the 

estimates from the ML systems may tend to approach an average situation, that is, predict higher for low 

values and lower for high values. Pixels in the low-elevation areas generally have low SWE, therefore 390 

overestimates tend to occur in these regions; in contrast, underestimation tend to occur more for pixels in 

high elevation areas.  

 

We also evaluate errors in domain-wide April 1st SWE for a larger number (12) of years (4 driest, 4 normal, 

and 4 wettest years from WY2000 to 2019) to better understand the impacts of climate conditions on the 395 

accuracy of domain-wide SWE estimation near the time of peak SWE time (Fig. 5). The metrics used to 

quantify the accuracy of SWE estimation include MAE, PAE_50, PAE_90, PEBAS, and bias ratio (slope of 

the regression line (intercept was forced to be 0) between estimation and truth).  
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Our results indicate that overall, MAE of April 1st SWE estimates becomes larger as precipitation increases 

(MAE: wet years > normal years > dry years). For example, MAE in WY2017 is twice as large as the average 400 

MAE of the other years (MAE in WY2017: 0.220 m; average MAE of the other years: 0.079 m). This is 

likely because SWE is largely determined by the amount of winter precipitation in the given year. To better 

compare the performance of DNN-based TTA transformation in different water years with climate 

conditions, we further show the PAE_50, PAE_90, and PEBAS for each of the 12 years. According to 

PAE_50, at a pixel level, half of the pixels have absolute percent errors smaller than 20% (except for 405 

WY2001) even in the four driest years when extremely low SWE values may lead to large values of percent 

absolute errors for many pixels in the study area. As noted above, the PAE_90 values are relatively large in 

the dry years; on the other hand, the values of PAE_90 are smaller than or close to 50% in the normal and 

wet years, indicating that 90% of the pixels in the study area have relatively small SWE estimation errors. In 

addition, the values of PEBAS are less than 20% for all years except for WY2015 (which has zero April 1st 410 

SWE in many locations that had not previously been snow-free during the instrumental record).  

 

Bias ratio (quantified by the regression slope between the SWE estimate and truth with intercept forced to be 

0) provides information about the degree of over- or under-estimation of domain-wide SWE estimates. The 

bias ratio for the 12 years (Fig. 5) indicates that DNN provides an approximately unbiased estimate of 415 

domain-wide SWE across all climate conditions with slopes of the zero-intercept regressions all within the 

range 0.9-1.1. In the normal years, all slope values are close to 1.0 (WY2003: 1.01; WY2002: 1.01; WY2008: 

1.01; WY2016: 0.99). SWE estimation modestly degrades under dry and wet conditions with slight 

underestimation of SWE (with bias ratio around 0.93) in the two driest years (Fig. 5).  

 420 
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Figure 2. Pixel-level scatterplots of April 1st SWE estimated by MVLR (a), RF (b), SVM (c), and DNN (d) versus 

the true April 1st SWE in WY2015 (dry year; red dots), WY2008 (normal year; yellow dots), and WY2017 (wet 

year; blue dots).  425 
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Figure 3. Mean absolute error (MAE), median of percent absolute error (PAE_50), 90th percentile percent 

absolute error (PAE_90), and percent error of basin-averaged SWE (PEBAS) of domain-wide SWE estimates 

based on MVLR, RF, SVM, DNN in WY2015 (dry year), WY2008 (normal year), and WY2017 (wet year).  430 
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Figure 4. DNN-Inferred April 1st SWE maps (a-c) and April 1st SWE errors (estimate minus truth; d-f) in WY2015, 

WY2008, and WY2017. Yellow lines are hypothetical ground tracks across the Upper Tuolumne Watershed, 

which are approximately 1 km wide and the distance between the two tracks is around 21 km.  435 

https://doi.org/10.5194/egusphere-2022-470
Preprint. Discussion started: 22 June 2022
c© Author(s) 2022. CC BY 4.0 License.



17 

 

 
Figure 5. MAE (m; first row), PAE_50 (%; second row), PAE_90 (%; third row), PEBAS (%; fourth row), and 

bias ratio (slope; fifth row) of the DNN-based estimated April 1st  SWE for the four driest years (red dots; 

WY2015, 2012, 2014, and 2001), four normal years (yellow square points; WY2003, 2002, 2008, and 2016), and 

four wettest years (blue triangle points; WY2006, 2009, 2011, and 2017) from WY2000 to WY2019. 440 

 

 

 

 

 445 
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4.2 Daily time series of basin averaged SWE estimates 

Daily time series of basin-averaged SWE estimates based on DNN are shown in Fig. 6 for the three full water 

years (dry average, and wet). The results of daily time series of basin-averaged SWE estimates based on DNN 450 

for the three full water years (dry average, and wet) (Fig. 6) show that for satellite observations with daily 

through 15-day revisits, the daily time series of SWE estimates is highly consistent with that of SWE truth 

for all three years, aside from a slight overestimation of SWE around the time of peak SWE and during snow 

ablation periods. The longer the interval between satellite overpasses, the larger the overestimation of 

domain-wide SWE, especially for the days without snow observations. This is likely because the previous 455 

TTA relationship applied to the unobserved dates is not well-suited for conditions on the target day, that is, 

the delays between the TTA relationship and the domain-wide input features lead to overestimates near and 

after the time of peak SWE. For 20-day and 30-day revisit intervals, this mismatch can be larger (up to 19 or 

29 days), leading to large differences between SWE truth and SWE estimates (underestimation during snow 

accumulation periods and overestimation during snow ablation seasons) are more obvious.  460 

 

Daily time series of MAE during the snow accumulation season (January to April) and snowmelt season 

(April to June) is shown in Fig. 7 (first column).  Generally, MAE increases and has larger fluctuations as 

the satellite revisit interval increases, especially in the extreme wet year (2017). In WY2017, the values of 

MAE are mostly less than 0.3 m when observations are available daily and less than about 0.5 m up to 15-465 

day intervals. For revisit intervals greater than 20 days, the absolute averaged estimate errors exceed 0.8 m 

for most of the snow accumulation and melt seasons. 

 

The evolution of PAE_50, PAE_90, and PEBAS during the snow accumulation season and snowmelt season 

(Fig. 7) shows that the errors increase with the time interval between overpasses. Differences in accuracy for 470 

time intervals up to about 15 days are not apparent despite slight underestimation at the beginning of January 

and overestimation near the end of May (especially for the normal year) become more apparent with longer 

time intervals. For most days during snow accumulation and snowmelt periods, the values of PEBAS and 

PAE_50 are less than 30%. Assuming a 10-day overpass interval, percent errors in basin-averaged SWE are 

mostly less than 10%. However, as the overpass interval increases beyond 20 days, the values of PEBAS and 475 

PAE_50 exceed 50% for most of the days from January to June. Also, the underestimates at the beginning of 

the snow accumulation season and overestimates at the end of the snowmelt periods are much more apparent 

for overpass intervals exceeding 20 days. From the perspective of PAE_90, except for the 1-day and 5-day 

revisit scenarios, the values of PAE_90 are mostly larger than 50% from January to June. This is probably 

because there are many low SWE pixels during snow accumulation and snowmelt seasons in addition to the 480 

days near the time of peak SWE. With the longer time interval, the ability of SWE estimation degrades, so 

that over 10% of the pixels (most of them are low-SWE pixels) in the study area have large percent absolute 

errors despite different climate conditions.  
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Considering revisit intervals from 1 through 30 days, in general 5-day, 10-day, and 15-day intervals are 485 

plausible options that balance revisit frequency and estimation accuracy.  The 1-day interval does not improve 

the results much relative to, for instance, 5-days, but performance for greater than 20-day revisits is 

substantially degraded.  

   

 490 

 
Figure 6. Daily time series of basin-averaged SWE truth (blue line) and DNN-based SWE estimates (red line) in a 

dry year (WY2015), a normal year (WY2008), and a wet year (WY2017) for daily, 5-day, 10-day, 15-day, 20-day, 

and 30-day revisits (rows 1-6, respectively).  

 495 
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Figure 7. Daily time series of MAE (m; first column), PAE_50 (%; second column), PAE_90 (%; third column), 

PEBAS (%; fourth column) from January to June in WY2015 (red line), 2008 (yellow line), and 2017 (blue line) 

based on revisit intervals of 1- through 30-days (rows 1-6, respectively).  

 500 

 

4.3 Input feature sensitivity test 

The missing feature analysis evaluates the relative influence of each forcing field on the estimation of 

domain-wide SWE (Fig. 8). In the dry, normal, and wet years, precipitation is the dominant variable with 

relative contributions exceeding 50% (WY2015: 77.3%; WY2008: 50.6%; and WY2017: 50.3%), confirming 505 

that precipitation is the variable that provides the most the useful information for establishing the DNN-based 

TTA relationship regardless of climate conditions. The dominance of precipitation is the most significant in 

WY2015 with thinner snowpacks, the longevity of which is more sensitive to winter precipitation than in 

wetter years. In addition to precipitation, longwave radiation and shortwave radiation also play important 

roles in the domain-wide SWE estimation due to their critical controls on snowmelt rate and timing.   510 

 

The changes of model performance as a result of the error perturbation in the training dataset (Fig. 9) show 

the potential influence of forcing biases on the SWE estimation results in the dry year (WY2015), normal 

year (WY2008), and wet year (WY2017). We explored the sensitivities of DNN-based (which is the best 

TTA transformation method) domain-wide SWE estimation results to different levels of biases perturbed to 515 

the training dataset. Figure 9 shows two points. First, the bias in the training meteorological features 
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propagate to the SWE estimates, especially in the years with normal and deep snow, which is not surprising 

because the bias affects the model training and larger bias have larger impacts. Second, the fluctuation in 

each MAE curve in Fig. 9 is obvious. The reasons for the fluctuation in the curves are that: (1) every time we 

add biases to the training meteorological data, we need to re-train the DNN-based TTA relationship. The 520 

weights assigned for each neuron in each hidden layers in DNNs have a degree of randomness, so even 

though the object of every DNN is to achieve the optimal estimation results, the inner structure of the DNNs 

are different to adapt to the biased training dataset; and (2) we only use 85% of training data that are randomly 

split from the original dataset (the remained 15% are used for model test). With different training data, each 

time we obtain a different DNN, so SWE estimates from the network are with slight differences. 525 

 

In the extremely dry year (WY2015), the DNN-based domain-wide SWE estimates are not sensitive to the 

biases in the meteorological training inputs (Fig. 9), likely due to its extremely low snow cover. Among the 

seven meteorological forcings, Ta (primarily the positive biases of Ta) has relatively larger impacts on SWE 

estimate accuracy than the other meteorological forcings in WY2015. In the normal (WY2008) and wet 530 

(WY2017) years, positive biases of longwave radiation and negative biases of precipitation are the main 

sources of DNN-based SWE estimate errors (Fig. 9). In the years with relatively abundant precipitation 

(normal and wet years), precipitation is highly positively correlated with SWE values, so any precipitation 

errors in the training dataset can have a large impact on the accuracy of SWE estimation. In addition, We 

propose the following possible reason for the larger MAE caused by positive errors rather than negative 535 

errors: less than normal net longwave radiation can lead to delay or unmelted SWE near the original time of 

peak SWE, while larger net longwave radiation can cause earlier snowmelt and correspondingly, less SWE 

near April 1st, so increased net longwave radiation would influence the SWE estimates more than decreases. 

In the DNN-based SWE estimates, errors in air pressure (Ps), air temperature (Ta), specific humidity (q), net 

shortwave radiation (NetShort), and wind speed (wind) have very small impacts on domain-wide SWE 540 

estimation under normal or wet climate conditions. 

 

The robustness and stability of SWE estimate models are critical to estimating full-domain SWE in real 

applications. Overall, the performance of DNN degrades with more biases added to the training 

meteorological inputs in the normal and wet years, while the dry year is less sensitive to biases in the training 545 

data. Despite the fact that forcing biases can lead to lower SWE estimation accuracy in the normal and wet 

years, DNN-based SWE estimation has MAE < 0.3 m when the biases in training forcings are as large as 

±50%, indicating the robustness of DNN in the TTA SWE transformation. The feature sensitivity results for 

the other three methods (MVLR, RF, and SVM) in the dry, normal, and wet years are shown in Fig. S4-6. 

 550 
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Figure 8. Relative importance (%; normalized values of absolute change of MAE after removing one forcing field) 

of each meteorological forcing in DNN-based full-domain SWE estimates in WY2015, WY2008, and WY2017. The 

bars with dashed lines indicate that removing those variables decreases the value of MAE, while solid bars indicate 

that removing those variables increases MAE. 555 
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Figure 9. Changes of MAE (m; relative to no-bias) of the inferred April 1st SWE in WY2015 (dry year; first row), 

WY2008 (normal year; second row), and WY2017 (wet year; third row) with biases perturbed in the 560 
meteorological forcings of the training datasets. The limit of the y-axis scale in the WY2015 panel is smaller than 

that of WY2008 and WY2017 to make the small MAE in WY2015 discernible. 

 

 

4.4 Sensitivity of TTA to the number of ground tracks 565 

Figures 10 and 11 show the changes in MAE of the domain-wide April 1st SWE estimates with different 

numbers of ground tracks. We compared the SWE estimation errors in the dry, normal, and wet years (i.e., 

WY2015, 2008, 2017, respectively) using the DNN-based TTA method. In general, the performance of the 

DNN-based domain-wide SWE estimates improves with more ground tracks in the three years (Fig. 11). The 

improvement in the domain-wide SWE estimation is most distinct in the wet year, probably because more 570 

information for building the TTA relationship is available when snow accumulation is larger, and the number 

of pixels with zero or nearly-zero SWE is smaller.  

 

Statistically, in WY2015, DNN estimates the basin-wide April 1st SWE with MAE less than 0.04 m when 

two or more ground tracks are available. Similarly, in WY2008 (a normal year), the DNN method has MAE 575 
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less than 0.10 m with two or more ground tracks. In all years, improvements in accuracy are small when the 

number of tracks exceeds two.  

 

Regardless of snow climatologic conditions, the improvements of TTA performance with additional 

overpasses are limited when the number of ground tracks is larger than or equals to two. Based on the 580 

elevation distribution of pixels on synthetical ground tracks (Fig. S7), if more than two ground tracks passing 

through the study area, the useful information added to the training data become limited since pixels at 

different elevation bands seem to be similarly distributed, thus the decrease of MAE is limited. Also, the 

decrease of MAE as the number of the ground tracks increases from one to two could likely benefit from the 

addition of training data in low-elevation regions (elevation < 2500 m). Considering the trade-off between 585 

SWE estimation accuracy and the cost of additional overpasses, one or two ground tracks is likely the optimal 

choice for purposes of domain-wide SWE estimation.  

 

DNN-based SWE estimation is more accurate than the other methods regardless of the size of the training 

dataset and the climate conditions. In contrast, the statistical method is the worst of the four (Fig. S8).  590 
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Figure 10. Illustration of the 1-6 (a-f, respectively) hypothetical ground tracks in the Upper Tuolumne River Basin. 595 
The distance between each track is roughly the same over the whole watershed.  
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Figure 11. Changes in MAE (m) of the DNN-based inferred April 1st SWE in dry (WY2015; red dots), normal 600 
(WY2008; yellow square points), and wet years with the number of ground tracks. The dashed lines for the 

number of ground tracks equal to 2 indicate that the addition of more satellite overpasses does improve the 

estimates much (see also section 4.1).  

 

 605 

 

 

 

 

 610 

 

 

 

 

 615 
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Conclusions 

Spatially continuous SWE estimates are of key importance to the prediction of the timing and volume of 

streamflow in snow-dominated regions. The potential now exists via at least two satellite-based technologies 

to measure SWE along tracks, which would cover only a small portion of a watershed’s area. Fortunately, 

though, there exist relationships among multiple accessible variables (static and forcing fields) and SWE that 620 

can be use in linear or non-linear relationships to fill the gaps between tracks. Here, we use statistical and 

machine learning methods trained using the static variables, meteorological forcings, and SWE observations 

along tracks to estimate SWE over the entire domain (watershed). We tested (1) how the relationship between 

the training inputs and SWE along ground tracks could be used to infer SWE across the entire basin, (2) the 

performance of four algorithms applied over a full water year, (3) the influence of biases in meteorological 625 

forcings of the training dataset on the accuracy of the MVLR and three ML methods, and (4) changes in 

model performance with various numbers of overpasses. We focused on estimate accuracy over the Upper 

Tuolumne River Basin during dry (WY2015), normal (WY2008), and wet year (WY2017). Based on our 

results, we conclude that: 

 630 

1. It is possible to derive basin-wide peak SWE (about April 1st) with high accuracy (on the basis of MAE, 

PAE_50, PAE_90, and PEBAS) when the interval between satellite revisits is in the 5-10 days range.  

 

2. The DNN method is most accurate of the four we tested regardless of snow climatological conditions. 

DNN is also the most robust method with respect to biases in forcing data and the reduction in the training 635 

data size. Though the DNN employed here is a simple MLP, it outperforms the statistical and the other two 

ML methods. It is reasonable to expect further improved performance of DNN with better network structure 

and hyper parameter optimization in future applications of snow data retrieval. 

 

3. Based on missing feature analysis, precipitation is the dominant variable in domain-wide SWE estimation, 640 

especially in dry years. According to the results of our feature uncertainty analysis, the biases of precipitation 

and the net longwave radiation have the greatest influence on the accuracy of domain-wide SWE estimation.  

 

4. As the number of ground tracks crossing the domain increases, the MAE of the inferred April 1st SWE 

improves, but only modestly when the number of ground tracks is more than two.  645 

 

Our work demonstrates the feasibility of using ML algorithms (which almost always were more accurate than 

MVLR) to achieve TTA SWE estimates. Operationally, our feature sensitivity experiment provides a basis 

for determining the focus of quality control of meteorological forcings and the corresponding selection of 

TTA transformation methods. Furthermore, our exploration of the effects of addition of overpasses suggests 650 

the preferred balance between estimation accuracy and the number of satellite tracks: for the most part, 

increases in estimation accuracy are modest for more than two tracks. Further research could consider the 
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improvements of ML algorithms to improve the stability, efficiency, and accuracy of the TTA transformation 

systems. Lastly, due to the availabilities of the training datasets and accurate short-term forecast of 

meteorological conditions (~1-2 weeks ahead), our ML methods can be used beyond the TTA framework for 655 

a history-to-future (HTF) snow estimation, where a trained relationship between historical snow and forcing 

fields across an area can be used in conjunction with the short-term meteorological forecasts to accurately 

forecast the SWE condition over the domain. 

 

Author contributions. X.M. carried out the experiments and wrote the accompanying text. X.M., D.L., and 660 

D.P.L. designed the track to area methods. Y.F. and S.A.M. derived the snow reanalysis data and provided 

data description. All authors contributed to the project preparation, analyses, and manuscript writing. 

 

Data availability. The data, code, and materials that can fully reproduce and extend the analyses in this paper 

are archived in a public repository (https://doi.org/10.6084/m9.figshare.20044424.v1). 665 

 

Competing interests. The authors declare no competing financial interest. 

 

Acknowledgement. Xiaoyu Ma obtained stipend support from the China Scholarship Council (CSC) for 3 

years during the doctoral study at the University of California, Los Angeles.  670 

 

 

 

 

 675 

 

 

 

 

 680 

 

 

 

 

 685 

 

 

 

https://doi.org/10.5194/egusphere-2022-470
Preprint. Discussion started: 22 June 2022
c© Author(s) 2022. CC BY 4.0 License.



29 

 

References 

Abiodun, O. I., Jantan, A., Omolara, A. E., Dada, K. V., Mohamed, N. A., and Arshad, H.: State-of-the-art 690 

in artificial neural network applications: A survey, Heliyon, 4, 

https://doi.org/10.1016/j.heliyon.2018.e00938, 2018. 

Barnett, T. P., Adam, J. C., and Lettenmaier, D. P.: Potential impacts of a warming climate on water 

availability in snow-dominated regions, Nature, 438, 303–309, https://doi.org/10.1038/nature04141, 

2005. 695 

Breiman, L.: Random Forests, Mach. Learn., 45, 5–32, https://doi.org/10.1023/A:1010933404324, 2001. 

Chakraborty, D., Başağaoğlu, H., Gutierrez, L., and Mirchi, A.: Explainable AI reveals new hydroclimatic 

insights for ecosystem-centric groundwater management, Environ. Res. Lett., 16, 114024, 

https://doi.org/10.1088/1748-9326/ac2fde, 2021. 

Cortes, C. and Vapnik, V.: Support-vector networks, Mach. Learn., 20, 273–297, 700 

https://doi.org/10.1007/BF00994018, 1995. 

Costa, M. A., Braga, A. de P., and Menezes, B. R. de: Improving generalization of MLPs with sliding mode 

control and the Levenberg–Marquardt algorithm, Neurocomputing, 70, 1342–1347, 

https://doi.org/10.1016/j.neucom.2006.09.003, 2007. 

Diffenbaugh, N. S., Swain, D. L., and Touma, D.: Anthropogenic warming has increased drought risk in 705 

California, P. Natl. Acad. Sci. USA, 112, 3931–3936, https://doi.org/10.1073/pnas.1422385112, 

2015. 

Dikshit, A. and Pradhan, B.: Explainable AI in drought forecasting, Machine Learning with Applications, 6, 

100192, https://doi.org/10.1016/j.mlwa.2021.100192, 2021a. 

Dikshit, A. and Pradhan, B.: Interpretable and explainable AI (XAI) model for spatial drought prediction, 710 

Sci. Total. Environ., 801, 149797, https://doi.org/10.1016/j.scitotenv.2021.149797, 2021b. 

Dong, C.: Remote sensing, hydrological modeling and in situ observations in snow cover research: A review, 

J. Hydrol., 561, 573–583, https://doi.org/10.1016/j.jhydrol.2018.04.027, 2018. 

Dozier, J.: Mountain hydrology, snow color, and the fourth paradigm, Eos, Transactions American 

Geophysical Union, 92, 373–374, https://doi.org/10.1029/2011EO430001, 2011. 715 

Fang, Y., Y. Liu, and S. A. Margulis.: Western United States UCLA Daily Snow Reanalysis, Version 1. 

[Indicate subset used]. Boulder, Colorado USA. NASA National Snow and Ice Data Center 

Distributed Active Archive Center. doi: https://doi.org/10.5067/PP7T2GBI52I2. [Date Accessed], 

2022. 

Farr, T. G., Rosen, P. A., Caro, E., Crippen, R., Duren, R., Hensley, S., Kobrick, M., Paller, M., Rodriguez, 720 

E., Roth, L., Seal, D., Shaffer, S., Shimada, J., Umland, J., Werner, M., Oskin, M., Burbank, D., and 

Alsdorf, D.: The Shuttle Radar Topography Mission, Rev. Geophys., 45, 

https://doi.org/10.1029/2005RG000183, 2007. 

Foster, J. L., Sun, C., Walker, J. P., Kelly, R., Chang, A., Dong, J., and Powell, H.: Quantifying the 

uncertainty in passive microwave snow water equivalent observations, Remote. Sens. Environ., 94, 725 

187–203, https://doi.org/10.1016/j.rse.2004.09.012, 2005. 

https://doi.org/10.5194/egusphere-2022-470
Preprint. Discussion started: 22 June 2022
c© Author(s) 2022. CC BY 4.0 License.



30 

 

Garrison, J. L., Piepmeier, J., Shah, R., Vega, M. A., Spencer, D. A., Banting, R., Firman, C. M., Nold, B., 

Larsen, K., and Bindlish, R.: SNOOPI: A Technology Validation Mission for P-band Reflectometry 

using Signals of Opportunity, in: IGARSS 2019 - 2019 Int. Geosci. Remote. Se., 5082–5085, 

https://doi.org/10.1109/IGARSS.2019.8900351, 2019. 730 

Gelaro, R., McCarty, W., Suárez, M. J., Todling, R., Molod, A., Takacs, L., Randles, C. A., Darmenov, A., 

Bosilovich, M. G., Reichle, R., Wargan, K., Coy, L., Cullather, R., Draper, C., Akella, S., Buchard, 

V., Conaty, A., Silva, A. M. da, Gu, W., Kim, G.-K., Koster, R., Lucchesi, R., Merkova, D., Nielsen, 

J. E., Partyka, G., Pawson, S., Putman, W., Rienecker, M., Schubert, S. D., Sienkiewicz, M., and 

Zhao, B.: The Modern-Era Retrospective Analysis for Research and Applications, Version 2 735 

(MERRA-2), J. Climate., 30, 5419–5454, https://doi.org/10.1175/JCLI-D-16-0758.1, 2017. 

Hinton, G. E., Osindero, S., and Teh, Y.-W.: A Fast Learning Algorithm for Deep Belief Nets, Neural. 

Comput., 18, 1527–1554, https://doi.org/10.1162/neco.2006.18.7.1527, 2006. 

Kratzert, F., Herrnegger, M., Klotz, D., Hochreiter, S., and Klambauer, G.: NeuralHydrology – Interpreting 

LSTMs in Hydrology, in: Explainable AI: Interpreting, Explaining and Visualizing Deep Learning, 740 

edited by: Samek, W., Montavon, G., Vedaldi, A., Hansen, L. K., and Müller, K.-R., Springer 

International Publishing, Cham, 347–362, https://doi.org/10.1007/978-3-030-28954-6_19, 2019. 

Lefsky, M. A., Cohen, W. B., Parker, G. G., and Harding, D. J.: Lidar Remote Sensing for Ecosystem Studies: 

Lidar, an emerging remote sensing technology that directly measures the three-dimensional 

distribution of plant canopies, can accurately estimate vegetation structural attributes and should be 745 

of particular interest to forest, landscape, and global ecologists, BioScience, 52, 19–30, 

https://doi.org/10.1641/0006-3568(2002)052[0019:LRSFES]2.0.CO;2, 2002. 

Lettenmaier, D. P., Alsdorf, D., Dozier, J., Huffman, G. J., Pan, M., and Wood, E. F.: Inroads of remote 

sensing into hydrologic science during the WRR era, Water Resour. Res., 51, 7309–7342, 

https://doi.org/10.1002/2015WR017616, 2015. 750 

Li, D., Durand, M., and Margulis, S. A.: Estimating snow water equivalent in a Sierra Nevada watershed 

via spaceborne radiance data assimilation, Water Resour. Res., 53, 647–671, 

https://doi.org/10.1002/2016WR018878, 2017. 

Li, D., Wrzesien, M. L., Durand, M., Adam, J., and Lettenmaier, D. P.: How much runoff originates as snow 

in the western United States, and how will that change in the future?, Geophys. Res. Lett., 44, 6163–755 

6172, https://doi.org/10.1002/2017GL073551, 2017. 

Liston, G. E.: Representing subgrid snow cover heterogeneities in regional and global models, J. Climate., 

17, 1381–1397, https://doi.org/10.1175/1520-0442(2004)017<1381:RSSCHI>2.0.CO;2, 2004. 

Margulis, S. A., Girotto, M., Cortés, G., and Durand, M.: A particle batch smoother approach to snow water 

equivalent estimation, J. Hydrometeorol., 16, 1752–1772, https://doi.org/10.1175/JHM-D-14-760 

0177.1, 2015. 

Margulis, S. A., Fang, Y., Li, D., Lettenmaier, D. P., and Andreadis, K.: The utility of infrequent snow depth 

images for deriving continuous space-time estimates of seasonal snow water equivalent, Geophys. 

Res. Lett., 46, 5331–5340, https://doi.org/10.1029/2019GL082507, 2019. 

Molotch, N. P. and Bales, R. C.: Scaling snow observations from the point to the grid element: Implications 765 

for observation network design, Water. Resour. Res., 41, https://doi.org/10.1029/2005WR004229, 

2005. 

https://doi.org/10.5194/egusphere-2022-470
Preprint. Discussion started: 22 June 2022
c© Author(s) 2022. CC BY 4.0 License.



31 

 

Molotch, N. P. and Bales, R. C.: SNO℡ representativeness in the Rio Grande headwaters on the basis of 

physiographics and remotely sensed snow cover persistence, Hydrol. Process., 20, 723–739, 

https://doi.org/10.1002/hyp.6128, 2006. 770 

Nolin, A. W.: Recent advances in remote sensing of seasonal snow, J. Glaciol., 56, 1141–1150, 

https://doi.org/10.3189/002214311796406077, 2010. 

Painter, T. H., Berisford, D. F., Boardman, J. W., Bormann, K. J., Deems, J. S., Gehrke, F., Hedrick, A., 

Joyce, M., Laidlaw, R., Marks, D., Mattmann, C., McGurk, B., Ramirez, P., Richardson, M., Skiles, 

S. M., Seidel, F. C., and Winstral, A.: The Airborne Snow Observatory: Fusion of scanning lidar, 775 

imaging spectrometer, and physically-based modeling for mapping snow water equivalent and snow 

albedo, Remote Sens. Environ., 184, 139–152, https://doi.org/10.1016/j.rse.2016.06.018, 2016. 

Pflug, J. M. and Lundquist, J. D.: Inferring Distributed Snow Depth by Leveraging Snow Pattern 

Repeatability: Investigation Using 47 Lidar Observations in the Tuolumne Watershed, Sierra 

Nevada, California, Water Resour. Res., 56, https://doi.org/10.1029/2020WR027243, 2020. 780 

Rumelhart, D. E., Hinton, G. E., and Williams, R. J.: Learning representations by back-propagating errors, 

Nature, 323, 533–536, https://doi.org/10.1038/323533a0, 1986. 

Sexton, J. O., Song, X.-P., Feng, M., Noojipady, P., Anand, A., Huang, C., Kim, D.-H., Collins, K. M., 

Channan, S., DiMiceli, C., and Townshend, J. R.: Global, 30-m resolution continuous fields of tree 

cover: Landsat-based rescaling of MODIS vegetation continuous fields with lidar-based estimates 785 

of error, Int. J. Digit. Earth, 6, 427–448, https://doi.org/10.1080/17538947.2013.786146, 2013. 

Shah, R., Yueh, S., Xu, X., Elder, K., Huang, H., and Tsang, L.: Experimental results of snow measurement 

using P-Band Signals of Opportunity, in: IGARSS 2018 - 2018 Int. Geosci. Remote Se., 6280–6283, 

https://doi.org/10.1109/IGARSS.2018.8517749, 2018. 

Sun, S. and Xue, Y.: Implementing a new snow scheme in Simplified Simple Biosphere Model, Adv. Atmos. 790 

Sci., 18, 335–354, https://doi.org/10.1007/BF02919314, 2001. 

Tanaka, M. and Okutomi, M.: A novel inference of a restricted boltzmann machine, 2014 22nd Int. C. Patt. 

Recog., 1526–1531, https://doi.org/10.1109/ICPR.2014.271, 2014. 

Trujillo, E., Molotch, N. P., Goulden, M. L., Kelly, A. E., and Bales, R. C.: Elevation-dependent influence 

of snow accumulation on forest greening, Nat. Geosci., 5, 705–709, 795 

https://doi.org/10.1038/ngeo1571, 2012. 

Vapnik, V.: Estimation of Dependences Based on Empirical Data, Addendum 1, New York: Springer-Verlag, 

1982. 

Vapnik, V.: The Support Vector Method of Function Estimation. In: Suykens, J.A.K., Vandewalle, J. (eds) 

Nonlinear Modeling. Springer, Boston, MA. https://doi.org/10.1007/978-1-4615-5703-6_3, 1998. 800 

Xue, Y., Sun, S., Kahan, D. S., and Jiao, Y.: Impact of parameterizations in snow physics and interface 

processes on the simulation of snow cover and runoff at several cold region sites, J. Geophys. Res-

atmos., 108, https://doi.org/10.1029/2002JD003174, 2003. 

Yueh, S. H., Shah, R., Xu, X., Stiles, B., and Bosch-Lluis, X.: A satellite synthetic aperture radar concept 

using P-Band Signals of Opportunity, IEEE J. Sel. Top. Appl., 14, 2796–2816, 805 

https://doi.org/10.1109/JSTARS.2021.3059242, 2021. 

 

 

https://doi.org/10.5194/egusphere-2022-470
Preprint. Discussion started: 22 June 2022
c© Author(s) 2022. CC BY 4.0 License.


